PAUSE

WE RISK LOSING CONTROL

The experts are warning us: Al could erode
our democracy, create powerful viruses, and
even cause human extinction.

WE NEED A PAUSE

Stop the development of Al systems more
powerful than GPT-4. This needs to happen
on an international level.

WE NEED TO ACT RIGHT NOW

In 2020, experts thought we had more than 35
years until Al could pass the SATs. It took just
three. Superhuman AI might be months away.

YOU CAN HELP

Too few people are aware of the dangers of
Al Get informed, inform others and help
slow this train down.

visit pauseai.info



WE NEED TO PAUSE Al

We are concerned volunteers who believe Al presents very
serious risks.

Humanity has never encountered something more intelligent
than itself. This could change soon. The latest Al models have
averbal IQ of 155, can translate over 26 languages, can write
graduate level software, and produce images that win
photography competitions. We are rapidly approaching a
point where Al outsmarts even the most intelligent humans.

Such a superhuman Al could be used to manipulate elections,
hack all devices on earth, or design new viral bioweapons. No
one should have this power. And to make things even worse:
we still don’t know if it's even possible to control such an
intelligence. The AI alignment problem has not been solved.

Al scientists on average believe there’s a 14% chance that
superintelligent Al will ‘lead to very bad outcomes (e.g.
human extinction)’. Al safety researchers give this 30%.
Would you enter a plane if the engineers think there’s a 14%
chance that it crashes?

Al companies are stuck in a race to the bottom. As record-
level investments are poring in, these companies are
pressured to prioritize capability progress over safety.

We need governments to step in and implement a Pause. We
need to stop the development of the largest Al models. We
need your help to convince them. Learn about Al risks, spread
the message and write to your representatives.

visit pauseai.info



